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About This Manual

The Netfinity Manager Plus for Tivoli User's Guide describes
specific features and procedures for using the Netfinity Manager
Plus for Tivoli module. This module was jointly developed by IBM
and IT Masters and provides an integration of the Netfinity
Manager Version 5.2 product with the TME 10 (Tivoli
Management Environment 10).

Who Should Read This Guide

This guide is for system administrators who use the Netfinity
Manager module to manage the operation of Netfinity Manager.
Readers of this guide are assumed to be familiar with the TME 10,
Netfinity Manager, systems administration, and network
administration.

Prerequisites

You must be familiar with TME 10 Framework and Tivoli/Plus
software before you can effectively use the Netfinity Manager Plus
module. You should be familiar with the information in the
following sources:

= Netfinity Manager Quick Beginnings
= Netfinity Manager Administration Guide
=  Netfinity Manager Command Reference

You must have Tivoli administrator privileges in order to perform
the procedures in this manual.
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What This Guide Contains

The Netfinity Manager Plus for Tivoli User's Guidentains the
following chapters:

Chapter 1, “Understanding Netfinity Manager Plus for
Tivoli”

A quick orientation to Netfinity Manager and Netfinity
Manager Plus software.

Chapter 2, “Installation”
Instructions for installing the Plus module.

Chapter 3, “Software Distribution”
Describes how to configure and install Netfinity Manager.

Chapter 4, “Distributed Monitoring”

Describes how to distribute host and server monitors, edit the
properties that determine what triggers them and how they
respond, and view their status.

Chapter 5, “TEC Events”

Describes how to configure a TEC server to work with
Netfinity Manager events; lists TEC events, rules, and
automated actions.

Chapter 6, “Task Operations”

Describes how to use Tivoli jobs and tasks to perform the
automated administrative tasks provided with the Plus
module.

Chapter 7, “Troubleshooting”
Lists error conditions that you may encounter and describes
how to respond to them.

Chapter 8, “Glossary”
Defines pertinent Netfinity Manager- and Tivoli-related
terms.
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Typeface Conventions

This guide uses ceratin typeface conventions for special terms and
actions:

Bold Commands, keywords, file names, or other
information that must be used literally appear in
bold. Names of windows, dialogs, and other
controls also appear bold.

Monospace Code examples appear immnospace font.

This guide also includes icons in the left margin to provide context
%‘ 4 for the discussion in the text or for performing a step within a
g procedure. For example, if a procedure is started by
double-clicking on a task icon, that icon appears in the left margin
next to the first step. If the fourth step of the procedure instructs
the user to open another icon, that icon appears in the left margin
next to the fourth step.

Contacting Customer Support
For support, contact the nearest IBM Technical Support office.
North America

s 24-hour phone support: (800) 237-5511
Choose option 8, then option 2

s Web: http://www.support.tivoli.com
s Email: support@tivoli.com
Outside North America

»  for the nearest phone support, visit
http://www.support.tivoli.com/info.html

s  Email: support@tivoli.com
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Understanding
Netfinity Manager Plus for Tivoli

Netfinity Manager Plus for Tivoli is a Tivoli Plus module
that integrates Netfinity Manager software and the Tivoli
Management Environment (TME 10). Netfinity Manager
software provides administrators total desktop control of
configuration management.

This chapter describes the following:

. Features of Netfinity Manager Plus for Tivoli
. Netfinity Manager software

. Planning considerations

. Installation overview

. Management overview
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Features of Netfinity Manager Plus for Tivoli

Features of Netfinity Manager Plus for Tivoli

Netfinity Manager Plus for Tivoli is a Tivoli Plus module
that adds administration of Netfinity Manager (on PCs with
either the manager package or the services package
installed) to the Tivoli Management Environment.

With Netfinity Manager Plus for Tivoli, system
administrators can:

. Deploy: Distribute the Plus module, the Netfinity
Manager software and services for supported operating
systems.

= Monitor : Follow Netfinity Manager availability and
Client Services for potential problems through either
Tivoli Sentry or the Tivoli Enterprise Console (TEC).
A preconfigured rule base is supplied for TEC.

. Manage Integrate a new client into Netfinity
Manager, stop/start/reboot client machines and
services, acquire hardware and software inventory
information.

1-2
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Features of Netfinity Manager Plus for Tivoli

The Netfinity Manager Plus Desktop

Administrators work with Netfinity Manager Plus from the
Netfinity Manager Plus for Tivoli window:

. Netfinity Manager Plus for Tivoli

Collection Edit ‘iew Create Help

Netfinity Service Hetfinity Service: i Netfinity Managers

2
&
&

z

PC Managed Nodes baut Netfirity Manager Plus for Tivoli Configure Manager for all Platiorms Configure Services for all Flatforms

y 2

@
%
%

Configure TEC for Netfinity Cycle Netfinty Service Export Hardware Inventory Export Software Inventory

c
c
c
e

Install Manager for MNT Install Manager for 052 Install Manager for Wind5 Install Services far NT

!
!
(i
[

Install Services for Netware Install Servioss for 052 Install Servioes for WindT1 Install Servicss for Winds
‘Gl ("fgl i%g X Q%%
Netfnity Manager Host ionitars Netfiniy banager Server Moritors Rebact Netfirity Client Shutdown Nefiniy Client
\%§ 59
W/ akeup Netfnity Client
Find Next | Find il | [
[Tivoli Selution 7

Icons on the desktop follow Tivoli conventions.

s Profile Manager icons are provided for Netfinity
Manager Manager and clients. The profiles can be used
as subscriber lists for tasks.

e

Configure andlinstall icons are provided for
performing software distribution.

s Taskicons are provided for management operations. A
task operates on subscribers.

-

P

Monitor Collection icons are provided for setting up
and deploying distributed monitors.

Indicators are provided for viewing Distributed
Monitor conditions.

=]

; = A Configure TEC icon is provided for integrating
Ot event classes and rule definitions into the TEC server.
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Netfinity Manager Software

Netfinity Manager Software

Netfinity Manager software provides hardware
systems-management capabilities, including access to all
systems on its network that are running Netfinity Manager or
Client Services for Netfinity Manager.

It also performs the following services: bidirectional
transfers of files and directories, remote screen captures and
command-line sessions, scheduled/automated systems
management, remote systems management via modem or
Internet, and data export via ODBC.

Note: For ODBC Database Export, the Managed Node
from which the task is executed must be located on
the machine where the database is installed.

For a complete description of Netfinity Manager software,
please see the Netfinity Manager documentation set.

Planning Considerations

The following sections identify special issues pertinent to
planning for Netfinity Manager Plus installation.

Platform and Path Considerations

The Plus module enables management of a multi-platform
Netfinity Manager installation. Some restrictions apply to
the installation and configuration of Netfinity Manager
software.

Adding Netfinity Manager Plus for Tivoli Software

After adding the Netfinity Manager Plus module, the
following operations can be performed from the Plus
module’s window on the TME desktop:

. Install Netfinity Manager. The Plus module employs
the services of Tivoli Software Distribution software to
install Netfinity Manager on Windows NT, Win95, or
0S/2 clients.

1-4
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Installation Overview

. Install Netfinity Client Services for Netfinity
Manager. The Plus module employs the services of
Tivoli Software Distribution software to install Client
Services for Netfinity Manager for NT, Win95, OS/2,
Win3.11, or Netware clients.

. Monitor Netfinity Manager and Client Services. The
Plus module employs Tivoli Distributed Monitoring
software to poll the monitored resources and display
their condition. Monitors are provided for the Netfinity
Manager Manager host status and Netfinity Client
Services and driver files.

»  Configure the Tivoli Enterprise Console (TEC) to
accept Netfinity Manager events. Configuration
includes adding and/or updating classes, rules, an event
group, and two event sources. The source of Netfinity
Manager events is the distributed monitors or the TEC
SNMP adapter, which are preconfigured to send TEC
events.

. Manage Netfinity Manager hosts. Profile Managers
are provided that enable management of Netfinity
Managers and Client Services collectively. Tasks are
provided on the desktop to perform management
operations, including running jobs.

Installation Overview

This section summarizes the steps required to install
Netfinity Manager Plus for Tivoli and set up all of its
services.

Netfinity Manager Plus for Tivoli
Be sure that Tivoli is running.

From the TME desktop, install the Plus module on the
TMR server, the TEC server, and hosts where Netfinity
Manager is running.
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Management Overview

Configure the TEC server. Configure event consoles to
access Netfinity Manager events.

Set up and distribute the distributed monitors (Sentry
monitors).

Management Overview

Once Netfinity Manager and Netfinity Manager Plus for
Tivoli are installed, management and monitoring operations
from the Plus module window can be performed on the TME
desktop:

Display the status of a client known to the Netffinity
Manager.

Distribute and install Netfinity Manager on a new NT,
0S/2, or Win95 client.

Distribute and install Netfinity Manager Client
Services for NT, Win95, 0OS/2, Win3.11, Win3.1
enhanced, and Netware clients.

Shut down or reboot a Netfinity Manager Manager or
client.

Export Netfinity client hardware and software
inventory information.

Start/stop/restart Netfinity Manager services on an
individual or group of NT Managed Node Netfinity
Managers.

Monitor Netfinity Manager process status as well as
Manager and Client host status from the Tivoli
Enterprise Console.

1-6
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Installation

This chapter outlines Netfinity Manager Plus for Tivoli
installation, which includes the following tasks:

»  Check requirements.

" Using the Tivoli Desktop, install the Plus module on
the desired Tivoli managed nodes.

s Launch the Plus module from the TME desktop.

These steps are the first in deploying Netfinity Manager Plus
for Tivoli.
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Check Requirements

Check Requirements

Systems must meet the following pre-installation
requirements:

Area

Requirement

Tivoli Software

AlX version 4.2x or later

HPUX version 9 or 10 or later

Solaris version 2.5 or later

Windows NT 4.0 or later

TME Framework 3.1 (Solaris, HP, AlX) or later
TME Framework 3.1.3 (Windows NT) or later
TME 10 Software Distribution 3.1

TME 10 Distributed Monitoring 3.02 or later
Tivoli Enterprise Console (TEC) 2.6 or 3.1

Netfinity Netfinity Manager for Windows NT version 5.2
Manager
Software
Disk Space The Plus module requires the following disk space:
Binaries1716 KB (TMR server)
Binaries1528 KB (client)
Message Catalogkl3 KB
including Link Libraries30KB
(This only pertains to an initial Plus module
installation. If other plus modules exist, these link
libraries are shared among Plus modules.)
Privileges The installer must havéully-qualified Tivoli

administrator name (name@domain).
Theinstall_product, senior, super, andadmin roles for
the TME context are required to install the module.

The Plus module must be installed on the following hosts:

Tivoli Management Region (TMR) server host

TEC Server host (can be the same as the TMR host but

usually is not)

Netfinity Manager host(s) — must be a Windows NT

Tivoli managed node.

2-2
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Installing the Plus Module on All Managed Nodes

Selecting a Source

The Plus module can be installed directly from CD-ROM or
from a staging area.

Installing from CD-ROM
To install the Plus module directly from CD-ROM:

1. Mount the CD-ROM in a drive that is accessible from
the host that is running the installation.

2. Use the mount path when selecting media in the Install
Product dialog.

Installing from a Staging Area

It is common practice to set up source staging areas on the
TMR server. To set up a staging area:

1. Mount the installation CD-ROM on a drive that is
accessible from the TMR server.

Create a directory for the files.
Copy the contents of the CD-ROM to the directory.

Use the directory path when selecting media in the
Install Product dialog.

Installing the Plus Module on All Managed Nodes

The Plus module can be installed on all desired managed
nodes at the same time. It must be installed on the TMR
server, TEC server, and Netfinity Manager hosts. Use the
following steps to install the Plus module from the TME
desktop.

Note: If the installation windows containLécense Key
field, ignore it. Tivoli/Plus modules no longer
require a license key for installation.
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Installing the Plus Module on All Managed Nodes

1.

Back up the Tivoli database If a problem is
encountered during Plus module installation, the
database may have to be restoi2d.not proceed
without backing up the database!

Start the Install;

From theDesktop menu, choosénstall, and from the
submenu, choodastall Product.

i35 TME Desktop for Administiator Root_questar-iegion (root@questar_itmaster.._ M=l

Edit  View Create Help

Mavigator...

Backup. 3

THMFA Connections  # 5@,’%}}
e I

Maintenance... Install Product...

Abaut Inztall Patch

Luit

EventServer TECZ25R egion

@

TivoliPluz Fioot_questar-region
questar-region Scheduler

Find Next | Find &l | |

—Operation Status:

4]

| 2]

[Install a TME product

)

2-4
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Installing the Plus Module on All Managed Nodes

Thelnstall Product window appears.

. Install Product S[=]

Install Product on Administrator's Deskiop

Select Product to Install:

Netiinity Manager Plus for Tivol: Release 1.00 j
—Clients to lnstall One————————————— —&vailable Clisfits:
boomboom - -
ponch
questar
spike
- -
| |

| Irsksll Dptions...l | Select Media...l

| Inztall & Elosel | InstaIII | Closel

! Z|

If the Netfinity Manager Plus for Tivoli module is
listed in the Seled®roduct to Install list in thelnstall
Product window, skip to Step 4if it is not listed,
proceed to Step 3.

3. Locate the Installation Media
PressSelect Media.. to display the-ile Browser
window.

Either type in or browse to the path containing the
media:

Typing the Path

a. Enter the path in theath Namefield.
b. PressSet Path

c. PressSet Media & Close.
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Installing the Plus Module on All Managed Nodes

Thelnstall Product window returns, showing a
list of products available for installation.

Browsing to the Path

a. From theHostslist, choose the host on which the
install media is mounted.

b. From theDirectories list, choose the directory that
contains the install media.

PressSet Media & Close

Thelnstall Product window returns, showing a
list of products available for installation.

4. Select the Product to Install
Select the Netfinity Manager Plus for Tivoli module
from theSelect Product to Installlist.

o

. Install Product =]
-,
A

Install Product on &dministrator's Desktop

Select Product o Install:

—LClients to Install Ope————————————— —awailable Clients:

a boomboom -
ponch
questar
=zpike
: :

wEEr Pzl Gl = —

| Irstall Dptions...l | Select Media...l

|InstaII&EloseI [mstat]  [Ciose]
| Y
5. Specify Where to Instalt
To specify the managed nodes on which the module
will be installed, click the left and right arrow keys to
move machine names between @ients to Install
On list and theAvailable Clients list.
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Launching the Plus Module Desktop

Move the TMR server, the TEC server, and the
Netfinity Manager host to th€lients to Install On
list.

Note: To manage all monitors as a single group on
Windows NT hosts, Netfinity Manager directories
must be installed on the same logical drive as Tivoli
(for exampleC:).

6. Start the Install:
Click Install & Close to install the module and close
theInstall Product window.

Launching the Plus Module Desktop

To view the Netfinity Manager Plus desktop, do the
following:

1. Start Tivoli. TheTME Desktop appears.

‘-_7_-‘TME Desktop for Administrator Root_questar-region [root@questar.itmaster... =] B3
Desktop  Edit Wiew Create Help

2 O & @

Administrators~ Motices TivoliPlus Foot_questarregion

TECZ5Region questaregion Scheduler

Find Nest | Find Al | |
—Operation Status:

Tivoli Tivoli
il (i
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Populating the Profile Managers

2. Double-click theTivoli Plus icon. TheTivoliPlus
window appears.

! TivoliPlus M= B3

Collection Edit Wiew Creat= Help

@

Metfinity tanager Plus for Tivoli

Find Mext FmdAHIl
I |

3. Double-click theNetfinity Manager Plus for Tivoli
icon. TheNetfinity Manager Plus for Tivoli window
appears.

Install Manager for NT Install Manager for 052 Instal M anager for Wing5 Install Services. for T,

Install Services for Netware Instal Services for 052 Install Services. for Win11 Install Services for Wings

Netiniy Mariu

Populating the Profile Managers

For maximum ease of use with the Plus module, check the
profile managers before proceeding. Normally Netfinity
Managers are populated automatically when the Plus module
is installed.

When the Plus module is installed on a Windows NT server
equipped with Netfinity Manager, the server will be
subscribed to the Netfinity Manager’s Profile Manager
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Populating the Profile Managers

automatically. PC managed nodes cannot be
auto-subscribed.

A profile manager should contain a list of hosts (and/or other
profiles). For Netfinity Manager, the profile managers
should be populated as follows:

. Netfinity Manager Managers: includes the hostname of
each host that runs the Netfinity Manager Manager.

=  PC Managed Nodes must be hand-populated.
To change the population of a profile manager:

1. Right-click the desired profile manager and choose
Subscribersfrom the pop-up menu. THgubscribers
window appears. (Subscribers féetfinity Manager
are shown below.)

<7+ Subseribers [_[O[x]
e ,,,,—,———-—————=-
2 1 2 Subscibers for Prafile Manager: Netfinity Managers
Cunent Subscribers: Availshle to become Subscribers:
Fhoomboom . ( Hanaged Hodel | NETFIN Ancillary Filepacks (Pra

spike  (Hanaged_Hode) PC Managed Nodes (ProfileManag
THE Server (ProfileManager)
Tivoli/Sentry Defaults-gquestar-
TivoliDefaultPhoneProfilegr (
ponch  (Hanaged Node)
questar (Managed_Node)

A [ -

[set Subseiptions & Close| | Set Subscrptons|

A

2. In theAvailable to Become Subscriberidist, locate a
host that should be a subscriber.

3. Click on the host, then click on the left-arrow button to
add the host to th€urrent Subscribers list.

4. Repeat for all hosts that should make up the profile.
5. Click Set Subscriptions & Closewvhen done.

Note: If a host that should be in tAgailable to Become
Subscriberslist can’t be found, confirm that it is a
managed node (or PC managed node, in the case of
clients). The hosts for Netfinity Manager must be
managed nodes.
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Populating the Profile Managers
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Software Distribution

This chapter demonstrates how to use Netfinity Manager
Plus for Tivoli to distribute the Netfinity Manager software.
The following topics are discussed:

Overview of Software Distribution

Checking Requirements

Distributing Netfinity Manager

Distributing Client Services for Netfinity Manager
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Overview of Software Distribution

Overview of Software Distribution

Installing a Netfinity Manager component is a three-stage
process.

1.

Choose a source for distribution Whether

installation takes place directly from CD-ROM or by
creating a staging directory for distributing the files,
the source files must be accessible from a host running
the Plus module. A path to the source files must be
specified when configuring a file package.

Configure the file package Use the Configure icon
for the software to be distributed.

During configuration, options are set that determine
how the software is be installed (source and host
directories). For services or servers, additional
information may need to be supplied, such as the
username that the server process is to use.

Install the file package Use the Install icon for the
software to be distributed.

Right-clicking the icon and choosimjstribute runs a
job that installs the software and distributes it to all
subscribers listed in the corresponding profile manager.

Controlling Distribution

Distribution can be controlled by changing the subscriber
list: Right-click the desired Install icon, then choose
Subscribers A Subscriberswindow enables specification
of profiles and individual hosts as subscribers. Use
Distribute to start the job.

3-2
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Checking Requirements

Checking Requirements

Check that these requirements are fulfilled before setting up
source file directories for Tivoli software distribution:

" Source host The host chosen as a source of files must
meet these requirements:

e ltis a Tivoli managed node. The TMR server is
recommended as the source host.

e It has Tivoli Software Distribution running on it.

»  Target hosts All distribution target hosts must be
Tivoli managed nodes or PC managed nodes.
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Distributing Netfinity Manager

Distributing Netfinity Manager
Distributing Netfinity Manager includes:
1. Configuring the file package.
2. Installing the file package.
If distributing from CD-ROM, be sure to:

m  Specify the correct drive letter in the Source Directory
field when the file package is configured.

s Have the CD-ROM loaded in the drive when installing
the file package.

Configuring the File Package

1. In the Netfinity Manager Plus for Tivoli window,

ﬁ double-clickConfigure Services for all Platforms
The Configure Netfinity Manager window appears:

JTF Configure_Netfinity_Manager

Configure Task Arguments
° :

—Configure Configure Netfinity i anager for all platforms from Metfinity Manager Plus for Tivoli Tasks

-

Source Host [{Choase..

Source Directary Id !

Installation Ditectary [c: fvmnetfin

=]

| Set & Execulel | Save I | Eancall | Task Description I

| ZI

2. Specify arguments necessary to ready the software
distribution process:

» Source Host Use theChoosebutton to select from
the list of available hosts; specify the host where
Netfinity installation media resides (CD-ROM
drive or on a hard disk) and from which to copy the
installation files.

e Source Directory: Specify the drive letter where
the installation media resides. The directory
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Distributing Netfinity Manager

structure under this point is assumed to be same as
that of the Netfinity Manager CD (e.g., if the install
files reside in d:/Winnt/manager, specify ).

* Installation Directory : Specify the directory on
the distribution endpoint where Netfinity Manager
will be installed (e.g.C:/WNETFIN ).

3. Click Set & Execute
The files are configured and made ready for distribution.

Installing the File Package

1. Right-click thdnstall Manager icon for the supported
@ platform to be installed on and chod3ebscribers

from the pop-up menu.
Specify the subscription lists to distribute to.
Click Set Subscriptions & Close

Right-click thelnstall Manager’s icon for the
supported platform, and chooBéstribute from the
pop-up menuo distribute files to the specified
subscribers.

Installation Process
For each host:
1. The file package is copied @\TEMP\MANAGER .

2. CA\TEMP\MANAGER\NETFINST.EXE isrun
silently. Installation parameters are preset. The
Netfinity Manager Manager is installed in the directory
specified by thénstallation Directory parameter in
the configure task.

Startup

The application is distributed and installed, but not started.
The user can start the application from the desktop.
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Distributing Client Services for Netfinity Manager

Distributing Client Services includes:

1.
2.

Configuring the file package.
Installing the file package.

If distributing from CD-ROM, be sure to:

Specify the correct drive letter in the Source Directory
field when configuring the file package.

Have the CD-ROM loaded in. the drive when installing
the file package

Configuring the File Package

%

1.

2.

In the Netfinity Manager Plus for Tivoli window,
double-clickConfigure Netfinity Services for all
Platforms. The configuration window appears.

+&f Conligure_Netfinity_Services

Conifi Task A 1
@/) onfigure Task Arguments

inity Services for all plattorms from Metfinity Manager Plus for Tivoli Task:

-

i Configure Confi

Source Host [

Source Directory Id !

Installation Directory Ic Fametfin

Drive Letter of mounted Metware Yalume IZ ;I

‘ Setk Ekecutel | Save I | Eamcell ‘ Task Description . I

‘ i

Specify arguments nessary to ready the software
distribution process:

» Source Host Use theChoosebutton to select from
the list of available hosts; specify the host where
Netfinity Manager installation media resides
(CD-ROM drive or on a hard disk) and from which
to copy the installation files.

« Source Directory. Specify the drive letter where
the installation media resides. The directory
structure under this point is assumed to be same as

3-6
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that of the Netfinity Manager CD (e.g., if the install
files reside in d:/Winnt/services, specdy ).

« Installation Directory : Specify the directory on
the distribution endpoint where Netfinity will be
installed (e.g.C:/WNETFIN ).

¢ Drive Letter of mounted Netware Volume
Specify the drive letter on the NT Netware client
where the Netware server volume has been
mounted (e.g., drive G:/ has been mapped onan NT
Netware client to SYS:NETFIN on Netware server
NWO0O01). This is where Netfinity Manager will be
installed on the Netware server.

3. Click Set & Execute
The files are configured and made ready for distribution.
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Installing the File Package

1. Right-click thelnstall Servicesicon for the supported
@ platform, and choos8ubscribersfrom the pop-up

menu.
Specify the subscription lists to distribute to.
Click Set Subscriptions & Close

Right-click thelnstall Servicesicon for the supported
platform, and choodBistribute from the pop-up menu
to distribute files to the specified subscribers.

Installation Process
For each host:
= The file package is copied @\TEMP\SERVICES.

To complete the installation, run
C\TEMP\SERVICES\NETFINST.EXE at the host.

Startup

Once the application has been installed, the user can start the
application from the desktop.
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This chapter shows how Netfinity Manager Plus for Tivoli
uses Tivoli Distributed Monitoring to provide resource
monitoring capabilities.

This chapter describes the following:

Netfinity Manager monitors
Distributing monitors
Changing monitor properties
Viewing monitor status

Properties of the preconfigured Netfinity Manager
monitors that are provided with the Plus module

Netfinity Manager monitors send TEC events as part of their
response. Se€hapter 5, "TEC Eventdor more
information.

Netfinity Manager Plus for Tivoli User’s Guide 4-1



Netfinity Manager Monitors

Netfinity Manager Monitors

MNetfinity Manager Host Monitaors

Netfinity Hanager Server Monitors

The following monitors are provided with the Plus module:

= Netfinity Manager Host Monitors: monitor the
availability of the host where the Netfinity Manager
Manager is running. They are distributed to the TMR
server host.

. Netfinity Manager Monitors : monitor the availability
of Client Services for Netfinity Manager. They are
distributed to the Netfinity Manager host.

Default Properties

Responses

By default the monitors are enabled. It is possible to disable
them and to configure responses when you edit monitor
properties.

Note: You should analyze the preconfigured monitor
properties as a set before changing them. Review
“Monitored Conditions” on page 4-9

The following list identifies the possible responses for
monitors and indicates whether the response is on by default
for Netfinity Manager monitors.

. Popup: NO

m  Tivoli Notice: NO

. TEC Event: YES

= Sentry Indicator: NO

" Automated Actions: NO — however, the TEC server
may respond automatically to TEC events sent by the
monitors. Se€hapter 5, "TEC Eventsor details.

4-2
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Distributing Monitors

Monitors must be distributed to make them active. The
following procedure uses Netfinity Manager Monitors as an
example, but is applicable to the other monitors as well.

1. Distribute:

In theNetfinity Manager Plus window, right-click the
Netfinity Manager Monitors icon, then choose
Distribute from the menu. ThBistribute Profiles
dialog appears.

Netfinity Mansger Server Monitors

vo~ Distribute Profiles

@@ Distribute Profiles

EQE far Prafile kanager: Metfinity Manager Server Monitars

|§Distribute Now] | Schedule...l | Eancell

| 7

2. Choose&scheduleto distribute the monitors at another
time. Otherwise, cliclDistribute Now.

The monitors are distributed:

« Netfinity Manager Host Monitors are distributed to
the Tivoli TMR server host.

« Netfinity Manager Server Monitors are distributed
to the server host.
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Changing Monitor Properties

Netfinity Hanager Server Monitors

The server monitors for Netfinity Manager are preconfigured
for immediate use. Use the following information to
customize properties.

1. Right-click on the desired Monitors icon, then choose
Properties. TheSentry Profile Propertieswindow

% Sentry Profile Properties M=l B3
Frofle Edit Miew Senty Help
Configuration Profile: [Netfiity Manager Server Profile Manager: Metfinity Manager S erver Maritors
Subscription Path /Metfrity Manager Server Manitors/Nelfity Manager Server Maritors
5 Entries
Stalis Subscibers: Scheduls Flesponse: crlical Flesponse. severe Fiesponse: waming
{lertdar Dasmon Status[) | lenabled |can edit Every 15 minutes |event
Monbase Daemon Status () | [enabled [can edit Every 15 minutes |event
Metfbase Dasmon Status (1 |[enabled |can edit Every 15 minutes |event
NISNMP DLL Status [) disabled [canedt  [Every 15 minutes [vent
‘ebfin Daemon Status [) disabled |can edit Every 15 minutes |event
4 »
Enable Selected| | Disable Selected
[cd ertr | [ Doiote tonitens] [ Editoritor | [ Selsct Al Wonitors] [ Deselsct Al Moniters]

‘ A

2. Selectthe desired monitor, then cliedit Monitor . (In

this case assume tidertMgr Daemon Status

4-4

Version 1.0.1



Changing Monitor Properties

monitor was chosen.) THedit Sentry Monitors
window appears.

it Sentry Monitor [_ o] =]

Sentiy Profils: Netfinity Manager Server Monitors

Monitor:  Alerttar Daemon Status

Response level |vI tiigger when:  [Becomes unavailable vI
| = Sera Tivl ot [y P =] | = Pepp

| ™ Send E-mailta |

™ Logtofie: |
[e=es]]

™ Change Icon

= B monitored kst 1 G hest | Hosts
™ Run program: | Programs |
™ On meritored bzt T O hast | Hezen|
| I Send Enterprise Console evert [Citical | = | Sewer [EventSsrver Servers ”
[ et Message Styles._ | [ Set Distibution Actions._ | [ et Monitaring 3chedute. |

‘ A

You can change trigger levels and responses for each
monitor.

3. Modify the properties as desired, then clittkange
and Close In theSentry Profile Propertieswindow,
note that a change bar has been added next to the
monitor that you edited.

%) Sentry Profile Properties [_ O] x]
Profle  Edit Yiew Senty Help

Configuration Prafile: |Metfinity Manager Server Frofile Manager: Netfinity Manager Server Moniars

Subscription Path: /Metfinity M anager Server Monitors/Metfinity M anager Server Monitors

5 Entries
Status  Subscribeis:  Schedule Response: citical Response: severe Response: waml‘
lerttdar Daemon Status ) O enabled |can edit _!
Monbase Daemon Status (| mmmﬁi
[Netfbiase Daeman Status ] enabled |can edit Every 16 minutes |event
INFSHMP DLL Status (] disabled |zan edit Every 15 minutes |event
‘ebfin Daemon Status () disabled |can edit Every 15 minutes |event
4 12

Enable Selected [ | Disable Selected

AddMomlm..I |DeleteMomtms| ‘EditMonitor..I ‘SelectAllMon\torsl ‘Dese\eclAHMomlmsI

=
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In the Profile menu, chooSave

5. Distribute the monitors. (Right-click on the desired
Monitors icon, then choodeistribute. In the dialog
that appears, clicRistribute Now or schedule the
distribution.)

Note: Preconfigured monitor properties should be
analyzed as a set before changing severity levels and
responses. See “Monitored Conditions” on page 4-9.

Polling Intervals

Netfinity Manager monitors are preconfigured to poll at
15-minute intervals. Polling intervals can be set for each
individual monitor, as illustrated in the Edit Sentry Profile
window above.

Viewing Monitor Status

Monitor status may be viewed in any of several ways. Each
monitor can be configured to use one or more ways to signal
its status.

" Popups

= Tivoli Notices

u TEC Events

= Sentry indicators

Popups

When enabled, a popup dialog appears on the administrator’s
screen whenever a monitor trigger is activated.

Tivoli Notices

When enabled, a notice is posted to Tivoli Notices whenever
a monitor trigger is activated. Netfinity Manager monitors
have their own notice group. To view notices:
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1. Onthe TME Desktop, double-clid¥otices A list of
notice groups appears.

B Read Motices

S:( Select a group to read its notice messages

AEF -
Addres= Book il
Enterprisze Console
iHetfinity Hanage
SHMF Monitors
Sentry ;I

|

| Dpenl | Updatel | Catch UpI | Elosel

4

Each item in the list identifies a group and the number
of unread notices for the group.

2. Double-click the desired group. A messages window
appears.

Select View, or Respondto notices in this window.
Consult Tivoli documentation for more details.

3. Click Closewhen finished.
TEC Events

Some triggers have TEC events associated with them. If the
sending of a TEC event is enabled for the trigger, then an
event is sent to the TEC server whenever the trigger is

Netfinity Manager Plus for Tivoli User’s Guide 4-7



Viewing Monitor Status

Sentry Indicators

Netfinity Manager Sentry Indicators

activated. Se€hapter 5, "TEC Eventgor more details
about TEC events.

When Sentry indicators are enabled, changes in a
thermometer icon on the Plus desktop indicate the severity
level of a trigger whenever a trigger is activated.

To use the Sentry indicators when they are enabled:

1. In theNetfinity Manager Plus for Tivoli window,
double-click theNetfinity Manager Sentry
Indicators icon. A window of sentry indicators
appears, one indicator for each type of monitor.

1 Tivoli I [=]

Collection  Yiew Help

Metfinity M anager Host Monitors Metfinity Manager Server Monitors

Find Mext | Find &1 | [

! |

2. Double-click on an indicator to see a log of monitor
alarms (in this exampl&etfinity Manager Server
Monitors). A log window appears.

ENl Indicator Log: Nelfinity Manager Server Monitors

“what Caused Alarm Mew State Endpoint Time

| ceated lnomal | Thu Aug 20 11:19:34 1998

[ 2

3. Click Resetto reset the indicator. ClidRlear to clear
all entries in the log.

4. Click Closewhen finished.
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Monitored Conditions

The following tables show the relationship of monitored
conditions to triggered actions as the monitors are provided.
Triggers and responses can be customized as required.

Summary

This is a summary list of monitored conditions:

Netfinity Manager Host Monitors

Manager Host Status monitors the availability of
the Netfinity Manager hosts.

Netfinity Manager Server Monitors

Netfbase Daemon Statusmonitors the
availability of the Netfinity netfbase daemon on
Netfinity Managers and Client Services.

Monbase Daemon Statusmonitors the
availability of the Netfinity monbase daemon on
Netfinity Managers and Client Services.

AlertMgr Daemon Status. monitors the
availability of the Netfinity alert manager daemon
on Netfinity Managers and Client Services.

NfSNMP DLL Status: monitors the load status of
the nfsnmp.dll library on Netfinity Managers.

Webfin Daemon Status monitors the status of the
Netfinity webfin.exe daemon on Netfinity
Managers and Client Services.

Manager Host Status monitors the status of
Netfinity Manager(s) on Netfinity Managers and
Client Services.

The tables on the following pages correspond to the tables of
conditions and responses that appear for the monitors when
you edit their properties. Monitors can have a trigger and
response for each of six severity levels.
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Severity: Individual triggers can be configured for each
severity. In the table, the severities columns identify
each level of severity for Distributed Monitoring
(Sentry) and for TEC.

Trigger When: Entries in this column indicate whether
a trigger has been configured and what condition
activates the trigger.

Default Action: Entries in this column indicate what
the monitor does when it is triggered. There are five
possibilities: Popup dialog, Send Event to TEC,
Change Indicator, Send Notice, and Automated Action.

Netfinity Manager Host Monitors

Manager Host Status

Severity Level
Trigger When Default Actions
Sentry TEC
Critical Critical Host becomes Send fatal event
unavailable Netfinity_Host_Status to
TEC
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Host becomes Send reset event
available Netfinity_Host_Status to
TEC.
Normal N/A N/A None
Always N/A N/A None
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Netfinity Manager Server Monitors

Netfbase Daemon Status

Severity Level

Trigger When

Default Actions

Sentry TEC
Critical Critical Service becomes Send critical event
unavailable NETF_Netfbase_Daemon
_Status to TEC. Restart
attempt.
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Service becomes Send Reset event to TEC
available
Normal N/A N/A None
Always N/A N/A None

Monbase Daemon Status

Severity Level

Trigger When

Default Actions

Sentry TEC
Critical Critical Service becomes Send critical event
unavailable NETF_Monbase_Daemon
_Status to TEC. Restart
attempt.
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Service becomes Send Reset event to TEC
available
Normal N/A N/A None
Always N/A N/A None
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AlertMgr Daemon Status

Severity Level
Trigger When Default Actions
Sentry TEC
Critical Critical Service becomes Send
unavailable NETF_AlertMgr_Daemon
_Status event to TEC.
Restart attempt.
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Service becomes Send eventto TEC
available
Normal N/A N/A None
Always N/A N/A None

NfSNMP DLL Status

This monitor is disabled by default. To use it, enable it.

Severity Level
Trigger When Default Actions
Sentry TEC
Critical Critical Service becomes Send
unavailable NETF_NfSNMP_DII_Status
event to TEC. Restart
attempt.
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Service becomes Send event to TEC
available
Normal N/A N/A None
Always N/A N/A None
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Webfin Daemon Status

This monitor is disabled by default. To use it, enable it.

Severity Level
Trigger When Default Actions
Sentry TEC
Critical Critical Service becomes Send
unavailable NETF_Webfin_Daemon_
Status event to TEC.
Restart attempt.
Severe Critical N/A None
Warning Warning N/A None
Reset Unknown Service becomes Send event to TEC
available
Normal N/A N/A None
Always N/A N/A None

Netfinity Manager Plus for Tivoli User’s Guide
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TEC Events

This chapter describes how to set up the TEC Server to
receive and process events sent by the distributed monitors.
It describes the following:

s Configuring the TEC Server
= Viewing Netfinity Manager events in a TEC console
»  Listings of events, rules, and automatic actions

The Event Server processes events that are sent to it by
distributed monitors and Netfinity Manager. It processes the
events according to a rule base. Depending on the event and
the rule used to handle it, the server can forward the event to
a Tivoli Event Console (TEC) or perform actions in
response.

At least one event console must be installed before the event
server can be set up.
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Configuring the TEC Server

The TEC Server must be configured to use the Netfinity
Manager Plus event classes and rule base before Netfinity
Manager events can be monitored from the Tivoli Enterprise
Console. To configure the server, do the following (NOTE:
For TEC 3.6, you must run wdelsrc SENTRY from the TEC
Server prior to running this task):

1. IntheNetfinity Manager Plus for Tivoli window,

double-clickConfigure TEC for Netfinity Manager.
ConFigure TEC for Netfinity The Netfinity Configure_ TEC_Serverwindow
appears.

*Z§ Metfinity_Configure_TEC_Server

Configure T azk Arguments
@/’ ? ’

—LConfigure Tec from Metfinity Manager Plus for Tivali Tagks———————————

Rule Basze Mame INetfinit_l,l_rb ﬂ

Rule Base ta Clone IDefauIt

Rule Base Path I

Ewent Console Ehoose...l I

Festart TEC Server © Yex 0 Mo 4|

| Set & E:-cecutel | Save I | Cancell | Taszk Deszcription I

| 7
2. Fill in the information:

* Rule Base NameEnter a unique rule-base name,
for exampleNetfinity _rb. Do not use “Default.”

* Rule Base to CloneEnter the name of your
current rulebase. If one has not been defined, use
Default.

* Rule Base Path Enter the directory to hold the
rule-base filesThis directory must not already
exist

+ Event Console Use theChoosebutton to select
the desired Event Console in your TME. An Event
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Console must exist before the Event Server can be
configured.

+ Restart TEC Server. Click Yesto restart the TEC
server. The modified rulebase does not take effect
until the TEC server restarts.

3. Click Set & Execute The rule-base files will be
configured. An output window appears; check it for
errors.

Viewing Netfinity Manager Events

When theConfigure TEC task is executed, it sets up the
following on the TEC server:

= An event group for Netfinity Manager events:
NETFINITY_PLUS

= An event source for Netfinity Manager events:
NETFINITY

" An event source for all Distributed Monitor sources:
SENTRY. This event source may already exist.

The task also configures the event console selected to
subscribe to the event group. All administrators are
subscribed to all sources by default.

Viewing Events

To view Netfinity Manager events:
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1. Onthe TME desktop, double-click the event console
configured in theSetup TEC Servertask. (In the
window below, the icon to use is
Root_questar-region)

‘:;TME Desktop for Administrator Root_questar-region [root@questar itmaster__ [H[=] E3

Desktop  Edt View Create Help

2 B & @

Admiristiators Natices TivoliPlus Foot_questar-region
EventServer TECZ5Region questartegion Scheduler

Find Newt | FindAll | |

—Dperation Status

4] |2
\ A
Two windows appeakvent Groups andEvent
Sources.
%1 Enterprise Console [_IOI=]

Event Groups Options Help =
i Enterprise Console 1o

e Source Growps Oplors_Help
Groups

& [ 1] D
& Sources SENTRY  WARNING METFINITY  HARMLESS

METFINITY_FLUS WARNING
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2. Click the button for the events to view. An events
window appears. (The window for the
NETFINITY_PLUS event group is shown.)

5 NETFINITY_PLUS [-[O[x]
Event View Jask AutomatedTasks Help

imber of Messages

Hu =
‘@ Update ON ’:mmm | 0

¥ FATAL ¥ CRITICAL ¥ MINOR 2 WARNING { HARMLESS! [ UNKNOWN
¥ OFEN ¥ ACK 7 CLOSED

Tlass Stas  Hostname Message Datz

IARNING |‘NETF_Mnnhasa_Daamun‘DPEN ‘ |Sentry |AugZEI1E[I

< I_'ILI

I A

Netfinity Manager events can be viewed and managed
in this window. See Tivoli documentation for more
details.

Note: When the Sentry event source is selected, all Sentry
events are visible, not just the Sentry events for
Netfinity Manager Plus for Tivoli or the Netfinity
Manager Plus module.

Configuring Other TEC Consoles

The NETFINITY_PLUS event group and the NETFINITY
and SENTRY event sources may be assigned to other TEC
consoles. Consult Tivoli documentation for information
about how to assign them.

TEC Events and Rules

The Sentry monitors send events to the Tivoli Enterprise
Console (TEC). The “Event Listing” section below lists all

of the event classes used. In the previous chapter, the section
“Monitored Conditions” lists the severity of the events.

When an event is received by the TEC event server, a
rulebase is consulted to determine how to handle the event.
The “TEC Rules and Actions Listing” section below lists the
rules and actions that can be triggered by an event or
combination of events.
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The rule base can be customized. Consult Tivoli Enterprise
Console documentation for details.

TEC Events Listing

Event Class Condition

NETF_Netfbase_Daemon_Status| From monitor: sent when the Nefinity netfbase
process becomes unavailable or becomes available.

NETF_Monbase_Daemon_Status| From monitor: sent when the Netfinity monbase
process becomes unavailable or becomes available.

NETF_AlertMgr_Daemon_Status | From monitor: sent when the Netfinity alertmgr
process becomes unavailable or becomes available.

NETF_NfSNMP_DLL_Status From monitor: sent when NfSNMP DLL is or is not
loaded into SNMP service.

NETF_Webfin_Daemon_Status From monitor: sent when the Netfinity webfin
process becomes unavailable or becomes available.

NETF_Host_Status From monitor: sent when the Netfinity host goeg
down or comes up.

NETF_Daemon_Restart Count_ | From correlation rule: sent when the number of

Exceeded restarts is exceeded (3 within a 24-hour period).

NETF_Trap From TEC SNMP adapter: generic class for
Netfinity-generated alerts being forwarded from the
adapter.
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TEC Rules and Actions Listing

Event Class/Rule

Event/Action

All

Remove if duplicate. Increment duplicate

counter.

NETF_Daemon_Restart_Count_Exceedk
If event messages 1,2,3, or 5 of severity
CRITICAL is received 3 times within 24
hours.

Automated actionGenerate a

NETF_Daemon_Restart Count_Exceed

event

NETF_Netfbase _Daemon_Statudf event
message of severity CRITICAL is received.

Automated actionRestart netfbase
process.

NETF_Monbase_Daemon_Statudf event
message of severity CRITICAL is received.

Automated actionRestart netfbase
process.

NETF_AlertMgr_Daemon_Status If event
message of severity CRITICAL is received.

Automated actionRestart netfbase
process.

NETF_NfSNMP_DLL_Status: If event
message of severity CRITICAL is received

Automated actionReload nfsnmp.dll into

snhmp.exe process.

NETF_Webfin_Daemon_Status|f event
messagef severity CRITICAL is received

Automated actionRestart webfin process|

Netfinity Manager Plus for Tivoli User’s Guide
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Task Operations

In the course of day-to-day management, Netfinity Manager
Plus for Tivoli can be used to perform management
operations. Task operations can be performed as jobs or tasks
from the task icons in the Netfinity Manager Plus for Tivoli
window. The following topics are described:

=  Netfinity Manager Plus Tasks lists each operation
and any required arguments for the task.

" Overview of Jobs and Tasksdescribes how to run the
operations as jobs or as tasks.

= Jobs describes how to run an operation as a job and
how to modify job options.

m  Tasks describes how to run an operation as a task and
how to modify task options.
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Netfinity Manager Plus Tasks

This is the list of management operations that can be
performed from the Netfinity Manager Plus desktop and the
arguments that each operation requires. If an operation
requires that argument values be supplied, it pops up a dialog
before executing. Otherwise, it simply executes, as described
in later sections.

Hardware Inventory and Software Inventory tasks support
these database configurations:

 DB2 Database Export
e« ODBC Database Export
» DB2 File File Export

Reboot Netfinity Client

This task performs a reboot on an individual or group of
Netfinity Client Services hosts specified from a Netfinity
Manager host.

Arguments:

m  Type: Select the type of reboot to perform. Valid
choices aré\etfinity Group , which is a collection of
Netfinity Manager systems running Netfinity Services;
Netfinity System (set as default), which is an
individual Netfinity Manager system; aidl , which is
all Netfinity Manager systems in the All group.

. Netfinity Group : Enter a Netfinity group name. This
must be a valid Netfinity Manager group known to the
NT Netfinity Manager where the reboot operation will
be issued. (Enteringfrsyscl /getgrp /ALL at the
command line will present a list of defined Netfinity
Manager groups available for this option.)

. Netfinity System: Enter a Netfinity Manager or Client
Services name. This must be a valid Netfinity Manager
system known to the NT Netfinity Manager where the
reboot operation will be issued. A valid argument is the
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value corresponding to SYSNAME in nfrsyscl output.
(Enteringnrfsyscl /getsys /allat the command line will
present a list of defined Netfinity systems available for
this option.)

Upon execution, a task output window appears.

Shutdown Netfinity Client

This task performs a shutdown on an individual or group of
Netfinity Manager client hosts specified from the Netfinity
Manager host. Arguments:

»  Type: Select the type of shutdown to perform. Valid
choices ard\etfinity Group, which is a collection of
Netfinity Manager systems running Netfinity Services;
Netfinity System (set as default), which is an
individual Netfinity Manager system; a@dl , which is
all Netfinity Manager systems in the All group.

. Netfinity Group : Enter a Netfinity group name. This
must be a valid Netfinity Manager group known to the
NT Netfinity Manager where the reboot operation will
be issued. (Enteringfrsyscl /getgrp /ALL at the
command line will present a list of defined Netfinity
groups available for this option.)

s Netfinity System: Enter a Netfinity Manager
hostname. This must be a valid Netfinity Manager
system known to the NT Netfinity Manager where the
reboot operation will be issued. A valid argument is the
value corresponding to SYSNAME in nfrsyscl output.
(Enteringnfrsyscl /getsys /allat the command line will
present a list of defined Netfinity systems available for
this option.)

Upon execution, a task output window appears.

Wakeup Netfinity Client

This task wakes up an individual Netfinity Manager manager
or client or a group of Netfinity Manager machines to obtain
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information unavailable during power-down. This task
works only on systems with Wake-on-LAN NICs installed.

m  Type: Select the type of shutown to perform. Valid
choices aré\etfinity Group , which is a collection of
Netfinity Manager systems running Netfinity Services;
Netfinity System (set as default), which is an
individual Netfinity Manager system; addl , which is
all Netfinity Manager systems in the All group.

= Netfinity Group : Enter a Netfinity group name. This
must be a valid Netfinity Manager group known to the
NT Netfinity Manager where the reboot operation will
be issued. (Enteringfrsyscl /getgrp /ALL at the
command line will present a list of defined Netfinity
groups available for this option.)

= Netfinity System: Enter a Netfinity Manager
hostname. This must be a valid Netfinity Manager
system known to the NT Netfinity Manager where the
reboot operation will be issued. A valid argument is the
value corresponding to SYSNAME in nfrsyscl output.
(Enteringnfrsyscl /getsys /alat the command line will
present a list of defined Netfinity Manager systems
available for this option.)

Upon execution, a task output window appears.

Export Hardware Inventory

This task exports an individual Netfinity Manager manager
or client hardware inventory to a relational database or
database file.

Arguments:

= Netfinity System: Enter a Netfinity Manager or client
system name. This is the Netfinity Manager system
name of the client for which the hardware inventory
will be generated.

n  Database Driver. Select from a list of available export
utilities to be used for gathering the exported
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information. DB2 Database Exportis the default.)
This argument specifies what type of database or file
the inventory will be exported to.

. Database NameEnter the name of the database where
exported information will be stored (the database
instance the inventory will be exported to).

Upon execution, a task output window appears.

Export Software Inventory

This task exports an individual Netfinity Manager manager
or client software inventory to a relational database or
database file.

Arguments:

. Netfinity System: Enter a Netfinity Manager manager
or client system name. This is the Netfinity Manager
system name of the client for which the hardware
inventory will be generated.

»  Database Driver. Select from a list of available export
utilities to be used for gathering the exported
information. ODB2 Database Exportis the default.)
This argument specifies what type of database or file
the inventory will be exported to.

=  Database NameEnter the name of the database where
exported information will be stored (the database
instance the inventory will be exported to).

s Software Inventory Directory: This is the software
inventory directory file (located in the Netfinity
Manager's home directory) that lists the software
stored on the system. The default directory is
default.sid and is empty until the first inventory scan is
performed.

Upon execution, a task output window appears.
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Cycle Netfinity Service

This task starts, stops, and restarts the Netfbase service on an
NT managed node running the Netfinity Manager.

Arguments:

m  Action Option: Specify whether t&tart, Stop, or
Restart the Netfinity Manager support program on the
NT Netfinity Manager.

Upon execution, a task output window appears.

Overview of Jobs and Tasks

Management operations are representddsisiconsn the
Netfinity Manager Plus for Tivoli window.

From a task icon, operations can rurjadss or tasks.A job

is intended to be run repeatedly as a routine operation or as
a means of controlling an entire service. It is typically
executed on multiple subscriberstaskis intended to be

run as a special one-time operation on one or more selected
hosts or task endpoints.

" Job: To run an operation as a job, double-click the task
icon, or right-click the task icon and chod®en Job
from the menu. If options must be supplied, a dialog
appears to prompt for them.

To specify how the job will be executed, right-click the
task icon and chooddodify Jobs from the menu
before running the job.

" Task: To run an operation as a task, right-click the task
icon and choosRun on Selected Hostérom the
menu. A dialog appears that asks how the task is to be
run and what hosts to run it on. When the task executes,
another dialog will ask for options, if needed.

Services for Launch vs. Services for Tasks

Tasks and the Netfinity Manager Console application launch
require different Windows NT services to be running. The
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application launch for the “Netfinity Service Manager”
requires that the netfbase service (also called Netfinity

Support Program) be running. To start and stop Windows NT
services, opegontrol Panel and starServices

Services

Service Status

Startup Close

MCeventiogadapter Started
MCsnmpadapter Started
Messenger Started

NT LM Security Support Provider
OracleAgent
OracleServiceORCL Started

Startup Parameters:

I

Automatic
Automatic Start
Automatic

Hanual Stop

Pause

Manual

Manual Continue
Manual
Manual

Startuy
Automatic e

K

Hu Profiss:

Help

kUL

Jobs

When an operation is run as a job, it usually is run on a set
of default subscribers and it normally produces output in a

window on the desktop.

Modifying Job Configuration

To modify a job, follow these stefpeforerunning the job:
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2.

Right-click the desired task icon, then chobkmlify
Job from the menu. Th&dit Job window appears.

3 Edit Job D]

e
@ Shutdawn_Netfirity_Client

~Job Dptions

Task Mame: |Cycle SHMP Ssrvice

Hols r
Configurs Hetfinity Services
Cycle Netfinity Service

Exculion Mode:—  —Execution Parameters
¥ Parallel Timeout: (480 ¥ Headst ¥ Display on Desktop
™ Serial Staging Count B R B

I Standard Error I~ Save toFil.
™ Staged Staging Inkeral ¥ Standsrd Quiput

Dutput Fomat Dutput D

[—Execution Targets:

Selected Task Endpaints: Aivallable Task Endpoints:

boonboom (ManagedHode)

ponch (Hanagediiode)
questar (Hanagediiode)
spike (Hanagediode) =

j
b — [ —

Selected Profile Managers: Awailable Profile Managers:

Fotfinity Wensgerofquestar—Togis
Netfinity Hanagers (FrofilsHans

PC Managed Nodes (Profilefanage
THE Server (FProfileManager)

WETEIN &ncillary Filepacks (Prcj

4

Change the parameters as desired, then Change
& Close. The job parameters will be effective each
time the job is run.

The example shown is for ttf@hutdown Netfinity Client
operation. The profile for Netfinity Manager Servers is the
target for execution. Note that the default output is sent to a
window, from which it can be saved.
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Running a Job
To run a job:

1. Right-click the desired task icon and choBsm Job

from the menu. If job options are required, a prompt
will appear.

2. Set the options as desired, then chek & Execute
An output window appears.

Click Save to Fileto save the output.
Click Closewhen finished.

Creating Scheduled Jobs

Sets of operations can be scheduled to run at a particular
time. Consult Tivoli software documentation for details.
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Tasks

To run an operation as a task:

1. Right-click the task icon, then chod?an on selected
subscribersThe Execute Taskwindow appears.

% Exccute Task

[_[O]x]

ree.-
Shutdown_Netfinity_Client

—Task Option:

—Execution Mode: —Execution Parameters: Dutput Format,

¥ Parallel Timsout |60 ¥ Header

v
™ Serial S B l— I Retun Code
¥ Standard Emor

Dutput Destination

I~ Display on Desktop

™ SavetaFie

™ Staged Staging Intervak ¥ Standard Qulput

Execulion Tara

Selected Task Endpoints: Available T ask Endpoints

j
-
0z |5 —

questar (HanagedNode)

boonboon (Henagediode ) =
ponch (Hansgedfode)
spike (Hanagedfode) -

—

Selected Profile Managers: Available Profile Managers:

i

Netfinity Managers (ProfileMans
BC Managed Nodes (ProfileManage

WETEIN Ancillary Filepacks (Froa
THE Server (ProfilsManager) hd

ElHE 2 | ) —

A

2. Select the desirethsk Options, then clickExecute &
Dismiss Note that for a task there are no default
subscribers, and that no output is specified by default.

3. If job options are required, a prompt will appear.

Set the options as desired, then clek & Execute
An output window appears. Save the output if desired.

5. Click Save to Fileto save the output, ar@losewhen

finished.

6-10

Version 1.0.1



Troubleshooting

This chapter describes how to analyze problems that may be
encountered in running Netfinity Manager Plus for Tivoli.
Try the procedures recommended here before contacting
technical support.
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Analyzing Problems

It is useful to keep in mind that distributed-systems services
are interdependent. In the following depiction, each service
is shown as a layer. Each layer depends on the health and
well-being of the layer underneath it.

Netfinity Manager Plus

Netfinity Servers

Tivoli Servers
TCP/IP Network Servers

Host

The most common reason for an interruption of service is a
server failure or server hang, both of which can be cleared by
stopping and restarting the server. Another common cause is
a host problem that can be cleared by rebooting the host.
When diagnosing a problem with Netfinity Manager Plus for
Tivoli, first confirm that layers of system services are
operating correctly, in particular the Tivoli servers.

Turning on Verbose Messages

Create the fildtmp/NETFINdebug on the TMR host (the
procedure is slightly different for UNIX-based TMRs and
Windows NT-based TMRs, as shown below). When this file
is present, more messages are produced in the Output
window as tasks run. To turn off verbose messages, delete
the file.

Standard error and standard output are also written to
separate files in $DBDIR/tmp for each task executed.

UNIX
$ touch /tmp/NETFINdebug

Windows NT

Use Notepad or bash to create the empty file
$DBDIR/tmp/NETFINdebug.
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$DBDIR is defined when the Tivoli setup script is run. The
setup script is
\WINNT\SYSTEM32\drivers\etc\Tivoli\setup_env.sh

Assuming from the NT shell:

\WINNT\System32\drivers\etc\Tivoli\setup_env.cmd
bash
touch $DBDIR/tmp/NETFINdebug

Answers to Common Questions

The following list contains common questions and answers.

No Icons on Plus Desktop

The Netfinity Manager Plus module is inconsistently or
incorrectly installed. Check that the following conditions are
true:

" The Plus module is installed on the TMR server.

= The administrator does not have a fully qualified Tivoli
login (for exampleroot instead ofoot@domair).

= Tivoli has run out of memory (encountered most often
on hosts with the minimum required memory to run).

=  $DBDIR is full. Other symptoms will be apparent if
this condition holds.

Blank Output from Job or Task

Check that the job or task had b&kecution Targetsand
Output Destinations specified.

For jobs, right-click on the task icon and chobadify

Jobs inspect thd=dit Job window. For tasks, right-click on
the task icon and choo&aun on selected hosts; inspect the
Execute Taskwindow.
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Glossary

This chapter defines special terminology used in the manual.

Netfinity Manager manager
A Windows NT or UNIX server machine that runs the services
that manage and control Netfinity Manager clients.

Netfinity Manager client
A Win3.1, O/S2, or Win95 server machine that runs the services
that manage and control Netfinity Manager clients.

class
Seeevent class

Distributed Monitoring

A Tivoli product that provides active monitoring of system
and application resources.

event

A message carrying information about the state of
equipment, systems, or applications.

Netfinity Manager Plus for Tivoli User’s Guide 8-1



event class

In Tivoli TEC, used to define an event. An event class is
defined for each type of event. Event classes are hierarchical;
classes can be defined as members of a higher-order
superclass.

event console

In Tivoli, a user interface provided for viewing and
managing events. Users select the events to seedny
group andevent source

event filter

A filter on the TEC server that passes events based on the
contents of one or more slots in the event. Event filters are
used to definevent groups

event group

A configured logical area of responsibility defined on the
Tivoli TEC server. An event group is made up of one or more
event filters. The event group is used in assigning sets of
events to TE@vent consolesThe event group is

constructed based on logical areas of responsibility, such as
geography or type of resource managed (network, database,
servers, etc.). Compare ¢oent source

event server

In Tivoli, the central repository for all events in the Tivoli
Managed Region (TMR). There can be only one event server
in the TMR.

event source

In Tivoli, a configured logical area on the Tivoli TEC server
that is defined by one or moegent filters. The event source
is used in assigning sets of events to TEC event consoles.
The event source is generally constructed based on the
source of events; comparedeent group
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job
A means of running an administrative action on a set of

machines. Jobs are run smbscribers which can be one or
more profiles and/or hosts.

managed node

Any system on which the Tivoli TME 10 Framework is
installed.

monitor

In Tivoli Distributed Monitoring , a program that
periodically checks the condition of a resource: for example,
whether a particular daemon is running or how much CPU it
is consuming.

monitor collection

In Tivoli Distributed Monitoring , an icon on the desktop
that represents a set of monitors. Monitors are distributed
and their properties are edited through the monitor
collection.

package

In Netfinity Manager, a program that is run on clients.

Action packages are used to set reconfigure desktop settings
and run recurring operations (for exampe, virus scans).
Configuration packages are used to perform configuration
tasks for a client, such as configuring several printers.
Software Installation packages are used in install and
configure operating systems on client PCs.

profile manager

In Plus modules, a collection of subscribers that can be used
in the subscription list of &ask.
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rule

On theTEC server, a rule determines a course of action to
take when one or more events are received that meet criteria
specified in the rule.

Software Distribution

A Tivoli product that provides facilities for configuring,
distributing, and installing software in a heterogeneous
distributed system.

task

() In Tivoli, an operation initiated from the TME desktop or
the Plus desktop. Tasks are represented by icons. (2) An

operation run by using Run on selected hosts in the icon

menu of any icon on the desktop.

Tivoli Enterprise Console (TEC)
A Tivoli product that provides centralized processing of
events.

Tivoli Managed Region (TMR)

A set of systems running Tivoli TME 10 that share the same
Tivoli server (TMR server, or oserv).
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